
Parameters
1. number of constants

2. number of predicates

3. number of facts

4. consequences of rules (i.e., completeness) 

5. amount of noise (e.g., wrong or missing facts) 

6. type of dependencies between rules

7. maximal number of predicates and constants 

8. maximal number of predicates and constants 
9. maximal arity of predicates
10.dataset size: XS, S, M, L, XL
11.amount of noise in the data
12.minimal and maximal number of DGs in the 

rule set
13.category of DGs: Chain, R-DG, DR-DG, Mixed
14.number and maximal length of rules 
15.maximal depth of rule graphs
16.evaluation metrics: novel and classic 

measures

Sample Dataset: RuDaS.v0

RuDaS (Synthetic Datasets for Rule Learning): 

• logic generator for synthetic datasets containing 
both facts and rules 

• including a pre-generated sample dataset

• datalog expressivity 

• performance evaluator for NILP/ILP systems

Performance evaluator
1. Accuracy

2. Precision (or standard confidence)

3. Recall

4. F1-score

5. Herbrand distance: the traditional 
distance between Herbrand models; 

6. Herbrand accuracy: Herbrand distance 
normalized on the Herbrand base

7. Herbrand score or H-score

8. Rule-score: an efficient measure that 
consider only the induced rules and 
not the grounded atoms.

GOAL: demonstrate the need for a portfolio of diverse datasets 
for evaluating rule learning systems.

• Logical rules are a popular and compact knowledge 
representation language in many domains 

• Learning rules automatically (ILP) is a very active 
research field and, more recently, extended to neural 
systems (NILP)

• NILP research area -> missing adequate datasets 
and evaluation approaches:

• only toy dataset

• not cover the various kinds of dependencies 
between rules 

• not allow for testing scalability

Overview - RuDaS Customization

Results

We compared: 

• FOIL: traditional ILP system

• AMIE+: rule mining system

• Neural-LP: neural approach

• NTP: neural approach

Evaluated on:

• Our sample dataset 
RuDaS.v0

• Manually created 
complete dataset: EVEN

Quality of evaluation metrics

• R-score: valid alternative with the advantage of 
computational efficiency

Impact of

• missing information and noise

• rule structure

• scalability (dataset size) 

Open-Source GIT repository: 
github.com/IBM/RuDaS
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Rules.

p3(X0,X1) :- p7(X1,X0). 

p7(X0,X2) :- p6(X0,X1), p6(X1,X2). 

p7(X1,X0) :- p9(X3,X1), p9(X1,X0). 

Facts.

p9(c127,c381). 

p6(c324,c291). 

p3(c363,c354). p7(c61,c96). 
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