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GCLN is the first connection between relational rule models and
probabilistic circuits, specifically, Sum-Product Networks (SPNs) for
hybrid domains [1]. GCLN equips a relational rule model with a tractable
joint distribution over the class and rules fire counts to learn an accurate
probabilistic classifier which outperforms propositional and (statistical)
relational ones, also when data is missing or partially observed. Thanks
to its generative power and inference capabilities it can also perform
out-of-domain detection, missing data imputation, and provide clear
model interpretations.
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Generative CLausalNetworks:
Relational Decision Trees as Probabilistic Circuits

II. Robust to Missing and Partially Observed Data

V. Interpretable Models for XAI

I. Accurate Classifier

Generative CLausal Network (GCLN)

GCLNs are also robust to missing data and to
partially observed data even when altering the firing
counts of most discriminative rules.

III. Out-of-Domain Detection

GCLNs structure concepts hierarchically and can
take the best out of the most discriminative rules.

GCLNs can impute missing data being on-par with
task-specific methods such as MICE [3].

GCLNs can perform out-of-domain detection
outperforming SOTA neural density estimators like
Discrete Flows [2].

GCLNs outperform in classification accuracy
(statistical-)relational and propositional classifiers
including NNs and ensemble methods.

[1] Molina et al., Mixed sum-product networks: A deep architecture for hybrid domains (AAAI 2018)
[2] Tran et al., Discrete flows: Invertible generative models of discrete data (NeurIPS 2019)
[3] van Buuren et al., mice: Multivariate imputation by chained equations in r (J. Stat. Softw. 2011) 
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IV. Missing Data Imputation
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𝛌 is the expected rule firing rate


