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$Niepert 16, *Khot et al. 14, & Khot et al. 11, + Natarajan et al. 12, %Lao & Cohen 10, #Muggleton 94, Natarajan 09, Srinivasan 01.  

Key Question: Can graph neighborhood information be 
used to learn better representations?

Niepert introduced Discriminative Gaifman models$

Basic Idea: nodes with shared neighbors more likely to be 
similar and thus more likely to have a link (link prediction)

Gaifman Locality Theorem
• Every first-order sentence is logically equivalent to a boolean

combination of basic local sentences
• only a small part of structure relevant for query evaluation; 

global structure search is not required.

Model Evaluation
Gaifman (Primal) graph: contains edges joining two
nodes only if the entities corresponding to those nodes
are present in a relation together

Data Sets and Experiments
5 relational data sets

Conclusion

Intuition : Learning first order rules for positive and negative
examples independently can result in better utilization of the
search space thereby learning more discriminative features
(both relational and thus propositional)

• Provide a method of constructing relational embeddings 
that can be combined with a scalable local model

• First algorithm for learning the structure of Gaifman
models for relational data

• Learned rules are instantiated and aggregated over a 
Gaifman graph to produce raw features

• Density estimation-based structure learning 
outperforms classical rule learning techniques

Future Work
• Joint learning of Gaifman models (multi relation 

prediction)
• Generating explanations for a given prediction
• Extending Gaifman locality to hypergraphs

Issues: Existing work focuses on node classification; No 
structure learning (learning first order rules)

Potential Benefits: Allows exploiting structural features 
of local neighborhood; aggregated from locally sampled 
neighborhoods (Gaifman locality theorem)

Gaifman Neighborhood

Directly adopted to 
relational data

Rule Learning:
1. Relational Random Walks%

2. Inductive Logic Programming#

3. Density estimation (relational 
one class classification*)

1. Partial Grounding using 
query variables

2. Count satisfied 
groundings based on 
Gaifman neighborhood

Our Approach
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Comparison with Statistical Relational Learning Methods

Comparison with Relational Embedding Methods

Comparison with Rule Learning Methods

Effect of Gaifman parameters (r=depth of neighborhood, w=the number of neighbors to sample, k=the number of neighborhoods)
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