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MOTIVATION RANDOM WEIGHTED FEATURE NETWORK (RWFN)

EVALUATION

CONTRIBUTION
• To the best of our knowledge, our work is the first research to integrate both insect 

neuroscience and neuro-symbolic approaches for reasoning under uncertainty and 
for learning in the presence of data and rich knowledge.

• RWFNs achieve better or similar performance despite the faster learning process 
compared to traditional neural networks due to their special structural 
characteristics.

• RWFNs provide a new economical way to reduce the space complexity that was 
not in the existing method because its encoder part can be shared with other 
predicates.

• Semantic Image Interpretation (SII) Tasks
1. Classification of bounding boxes in an image → Unary Predicate, Cat, Dog,… 
2. Detection of the part-of relation between any two bounding boxes → Binary 

Predicate, partOf.
• Compare the performances of SII between LTNs and RWTNs

• The Ratio of Total Number of 
Learnable Parameters between 
RWFNs and LTNs:       
𝟒𝟎𝟎: 𝟐𝟒, 𝟗𝟕𝟐 ≈ 𝟏: 𝟔𝟐

• Comparison of Running Time 
between LTNs and RWTNs

• Stingless bees, derived with respect to honeybees, maintain neural investment in both:
• Antennal lobes (feature extraction)
• Mushroom bodies (high-order reasoning)
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• A Randomized feature mapping 𝐳:ℝ! →
ℝ"(𝐷 ≫ 𝑑) is defined as Gaussian Kernel 
Approximation: Learn non-linear 
relationship between entities

RWFN WITH WEIGHT SHARING
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• Space Complexity between RWFNs 
and RWFNs with Weight Sharing:   
𝑂(𝑖 ⋅ 𝐵 ⋅ 𝑛):𝑂(𝐵 ⋅ 𝑛) for SII tasks.
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Neural Tensor Networks (NTNs) Learn Relationships

Logic Tensor Networks (LTNs)
NTN’s can be generalized to learn and reason over knowledge that can be 
represented as predicates in First-Order Logic. 
For example)


